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Abstract— this paper highlights the state of the art deployments and applications of the agents and multi-agent systems (MAS) 
technologies within modern industrial environments. It explores and reviews some of the recent multi-agent based industrial applications to 
identify their advantages and also their common limitations. The key conclusion of this paper is that most of the proposed agent-based 
industrial applications adopt the traditional basic forms of the agents and multi-agent systems. They only concern the level of individual 
agents (the system micro level) by starting the development process with the identification of the individual agents’ types and the design of 
behaviors and interactions of each agent in the system without giving attention to the global system structure and organization (the system 
macro level) as they assume that the required global system functionality will emerge as a result of the lower level agents interactions and 
behaviors. This type of development approaches is not adequate for engineering complex, open, and highly distributed modern industrial 
networks (i.e., modern SCADA). Undesirable system level behaviors can be emerged and can impact system performance and reliability. 
Present and future complex highly distributed real world applications and especially industrial ones such as those related to critical 
infrastructures (i.e., power grids, water transportation, etc.) management should be tackled from both of their micro and the macro levels in 
the same time because they continuously evolve and change in an unpredictable and uncertain manner. This paper highlights the problem 
and suggests the promising solution. 

Index Terms— agents, multi-agent systems, industrial environments, agent-based industrial applications, critical infrastructure, SCADA 
networks 

——————————      —————————— 

1 INTRODUCTION                                                                     
 
      Recently, the agent-based approach has been adopted and 
used to model, design, and develop a wide range of industrial 
and real life applications such as manufacturing, power sys-
tems, process control, etc. Agents are vital in the globalization 
context, as globalization refers to an inherently distributed 
world both from geographical and information processing 
perspectives. What distinguishes the agent-based approach 
from other traditional approaches is its unique ability to han-
dle simultaneously many challenges of current software appli-
cations specially those applications which are highly distribut-
ed and their working environments are highly dynamic and 
uncertain. MAS provide a suitable paradigm for decentralized 
systems in which autonomous individuals engage in flexible 
high-level interactions. The Agent-based approach is consid-
ered as a new software engineering architectural style for the 
development of complex, decentralized and open software 
applications. Further, the agent-based approach offers a new 
and exciting paradigm for the development of sophisticated 
programs in dynamic and open environments [1].  
 

 
 
 

 
Using MAS-based solutions highly reduces complexity and 
principally designing with agents is easier for business ana-
lysts than using any other mainstream technologies, so infor-
mation-technology practitioners can easily make the transition 
from object-orientation to agent-orientation. The agent-based 
approach is definitely effective in the design and concrete real-
ization of industrial-strength software applications [2][3]. 
Weyns et al. [4] agued that Autonomy, adaptability, robust-
ness, and scalability, are generally considered as key proper-
ties of complex distributed systems, and these are exactly the 
properties that characterize MAS. The body of knowledge de-
veloped by the MAS research community is therefore of cru-
cial importance. It is our firm belief that only by integrating 
the knowledge in a broader setting of software engineering, 
the fruits of MAS research will find their way to practice [4]. 
This paper reviews some of the proposed agent-based indus-
trial applications within industrial environments to identify 
and highlight there advantages and also there limitations. The 
key goal of this paper is to assess the current practice of apply-
ing the agent-based approach for engineering modern indus-
trial networks and and to highlight the limitations of the cur-
rent agent-based applications. 

 
 
 
 
 
 
 
 

         
         The remaining of this paper is organized as follows: Sec- tion 2 explores the state of the art of the agent technology 
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within industrial environments such as process control, manu-
facturing, power systems, SCADA, etc. Section 3 discusses the 
pros and cons of the current trends of applying the agent 
technology within modern industrial environments and iden-
tifies a critical problem that can be an obstacle against the de-
velopment of complex large-scale industrial systems such as 
modern and future SCADA networks. Section 4 provides a 
general discussion and identifies the challenges facing engi-
neers and developers of complex large-scale and highly dis-
tributed industrial environments such as modern SCADA 
networks. Finally, Section 5 concludes the paper and high-
lights the intended future work. 

 

2 THE STATE OF THE ART  
 

      The agents and multi-agent technology has been adopted 
and used to model, design, and develop applications in a wide 
range of real life domains. We are concerned in this paper 
with their applications within industrial environments. The 
explored applications are only those related to industry and 
critical infrastructures such as process control, manufacturing, 
power systems, and SCADA networks. 

 

2.1 PROCESS CONTROL 
 
      The process control is used to automatically control a pro-
cess such as chemical, oil refineries; paper/pulp factories, etc. 
It often uses a network to interconnect sensors, controllers, 
operator terminals and actuators to automatically control and 
supervise a physical control process. Fig.1 demonstrates the 
possibility of deploying agents within the abstract pyramid of 

Industrial Contol Networks (ICN), which represents the gen-
eral conceptual model of ICN, and is represented by three 
abstract layers aligned on top of each other (ignoring the 
physical complexity of each layer). The layers of the ICN ab-
stract pyramid are (from bottom to top): The device layer, 
control layer, and information layer. An important question 
should be asked here: where in the ICN pyramid agents can 
be better deployed? For the sake of safety and scalability, the 
deployment of agents is preferred to be in the whole ICN pyr-
amid layers. As in this case there will be no non-agent entities 
within the ICN and therefore no custom interfaces (agent-
device interfaces) need to be considered. Unfortunately, there 
are some challenges against achieving that. The first challenge 
is the real-time requirements imposed on the lower-level lay-
ers because they are very close to the physical processes (de-
vices), which work in a time-based fashion. Agents are sup-
posed to be autonomous and able to reason before taking ac-
tions, that means there will be a time delay before the suitable 
action is taken (i.e., reasoning time) when a change in a pro-
cess takes place because sometimes this time delay is undesir-
able in certain time-critical processes. In other words, the real-
time requirements imposed within the lower-level layers ne-
cessitate that the computing outcomes be deterministic and 
time-based and that is not guaranteed by the agent technolo-
gy. The second challenge is the vendor-dependency, although 
the agent technology is widely adopted in many fields, still 
there is a lack of the technology support on the part of control 
instrumentation vendors. The agent technology is generally 
not widespread in modern industry (especially in process con-
trol) because of the gap found between agents’ theories and 
industrial applications requirements such as real-time con-
straints [5]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           The vendors of field devices (sensors, actuators, etc) and 
control systems (PLC or DCS) are worrying about the adop-

tion of new technology such as the technology of agents with-
in their equipments. To some extent, they may be right be-

 
Fig.1 Agents’ deployment in industrial environments 
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cause agents are based on the concept of autonomy, which 
may be a source of the uncertainty. In other words, an indi-
vidual agent is not reliable and its behaviors are not predicta-
ble, so how vendors can depend on its ability to achieve the 
required functionalities in the suitable time window. There-
fore and because of these challenges, the familiar area of agen-
tification is widely located within the information layer (top 
layer) of the conceptual ICN pyramid shown in Fig.1, where 
there is independency of the vendors and less real-time re-
quirements.  
        The authors of [5][6][7][8][9] surveyed the applications of 
the agent technology in the industrial process control and con-
cluded that the agent technology is particularly popular in the 
manufacturing domain which comprises a set of discrete pro-
cesses, while the applications in other domains of industrial 
control are scarce. That is because when a process automation 
system is designed, the physiccal phenomena are represented 
as mathematical models, for which control algorithms are cho-
sen in order to keep the process parameters within a desired 
range. Therefore, in a single continuous control loop, there is 
not much place for any additional computational techniques, 
including the agent technology. In nutshell, agents that are 
intended to process large amounts of information are better off 
operating in intermediate and upper levels of the automation 
stack, where larger blocks of memory and no time-critical op-
erations can be used. On the other hand, agents that are in-
tended to interact with the physical device and whose respon-
sibilities are to steer control and events are better off operating 
in the controller devices. There has been considerable work on 
agent systems for the upper levels of control, but very little 
work has been done to apply these techniques to the lowest 
control level. To integrate these areas, a simple and expedite 
interface between the agents and the control functionality is 
needed [10].  
        One of the interesting trials to deploy agents inside con-
trol devices is the Autonomous Cooperative System (ACS) 
infrastructure or middleware [11] which aimed at flexible and 
balanced automation able to survive against contingencies to 
prevent malfunctioning. Fig.2 shows the location of the agent 
functionality within the control device which exists as a layer 
on top of the device’s OS. The ACS architecture provides the 
interface that allows agents to monitor the status of the con-
troller and also helps them in their reasoning about the pro-
cess. The ACS layer interacts with the controller’s firmware to 
access control functionality such as data table, ladder and 
communication. In ACS, agent processes are segregated into 
the lowest priority. ACS has operated as a foreign layer on top 
of the control firmware. ACS permits to download agent clas-
ses into the controllers. The agent classes are instantiated to 
create specific agents (as instances of a class). Each agent has a 
control program associated with it. The agents change the con-
trol part behavior throughout events and direct access to the 
data table of the controller. ACS is a task which is initialized 

during the device’s power up cycle. The agents are threads 
within the ACS environment. These threads are assigned local 
priorities below the ACS task to avoid interferences with the 
device’s priority. The agent threads are coordinated by a local 
scheduler. In this configuration, the agent processes are very 
slow compared to the device’s tasks since the ACS task only 
executes when the controllers is idle from other higher priori-
ty activities.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          The ACS approach can be considered as an important 
step towards enabling control models with agents in an inte-
grated firmware. That will produce a new breed of control 
devices which can be called as agent control devices. From the 
other hand, the ACS has obstacles in expandability and up-
gradeability because it works as a subordinate system sepa-
rated from the control device firmware. This limitation will 
make it difficult for the ACS to be formally accepted by the 
control devices vendors. The authors of the ACS believed that 
to make a computing unit agent enabled, it is necessary to 
identify the middleware as a set of functions to be integrated 
with the device’s Operating System (OS). Furthermore, the 
middleware functions need to be integrated with the hosting 
OS seamlessly to avoid unnecessary interruptions during the 
execution of the control tasks. Agent computing is demanding 
on the CPU and the communication because of the agent-to-
agent messaging and reasoning iterations. Hence, to integrate 
agents within control devices, there is a need to consider the 
agent functionality as another part of the OS and not as an-
other layer. Currently, there are great efforts to update the 
ACS architecture aiming to blend the agent functionality into 
the control firmware. This change means a significant trans-
formation effort and enhancements in relation to the style of 
information processing for the agent decision making process, 
handling of messages and events, agent composition and crea-
tion, and last but not least software maintenance and up-
gradeability.

 
 

 
 
 

2.2 Manufacturing 
 
         In manufacturing, the process consists of discrete and 
countable components and actions. The natural approach is to 
assign the software agents to each of the components and each 

 
Fig.2 ACS Automation control device. 
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of the actions performed. Manufacturing cycle is the complete 
cycle of processes which are involved from the very beginning 
of placing an order to the other extreme of the manufactured 
product going into the hands of the end consumer [5]. Tradi-
tional manufacturing systems were relying upon centralized 
and hierarchical systems that are not responsive enough to the 
increasing demand for mass customization. Decentralized, or 
heterarchical, management systems using autonomous agents 
promise to nullify the limitations of traditional solutions. 
Manufacturing systems should be organized as loosely cou-
pled networks of communicating and cooperating compo-
nents [12]. In manufacturing automation, the delays between 
the consecutive processes or stages are not vital; usually the 
process may even be paused for a reasonable amount of time 
without any negative effect on produced goods. For these rea-
sons, the manufacturing domain is one of the most suitable 
domains that can be modeled and engineered by the agent-
technology due to its discrete nature and its support to decen-
tralized control.  
         Agents address autonomy and complexity; they are 
adaptive to changes and disruptions, exhibit intelligence and 
are distributed in nature. They are well suited to modular 
problems because they are objects. They are well suited to 
decentralized problems because they are pro-active objects. 
These two characteristics combine to make them especially 
valuable when a problem is likely to change frequently. Mod-
ularity permits the system to be modified one piece at time. 
Decentralization minimizes the impact that changing one 
module has on the behavior of other modules. Agent-based 
architectures permit reuse of much existing code and self-
configuration of large portions of the system, reducing both 
the cost and the time needed to bring up a new factory [13]. 
Shen et al. [14] pointed out that the global competition and 
rapidly changing customer requirements are forcing major 
changes in the production styles and configuration of manu-
facturing organizations. Increasingly, traditional centralized 
and sequential manufacturing planning, scheduling, and con-
trol mechanisms are being found insufficiently flexible to re-
spond to changing production styles and highly dynamic var-
iations in product requirements.  
        The traditional approaches limit the expandability and 
reconfiguration capabilities of the manufacturing systems. The 
traditional centralized hierarchical organization may also re-
sult in much of the system being shutdown by a single point 
of failure, as well as plan fragility and increased response 
overheads. Agent technology provides a natural way to over-
come such problems, and to design and implement distribut-
ed intelligent manufacturing environments. There are a large 
number of applications that adopt the agent technology to 
manufacturing enterprise integration, supply chain manage-
ment, manufacturing planning, scheduleing and control, ma-
terials handling, etc. For an extensive literature review of 
these applications see [14]. In this subsection we will only dis-
cuss two familiar manufacturing paradigms that adopt the 
agent technology as an implementation approach: Distributed 
Intelligent Manufacturing Systems (DIMS) and Holonic Man-
ufacturing Systems (HMS), they have recently been receiving 
a lot of attention in academia and industry. DIMS, or agent-
based manufacturing systems, are based on the agents and 

multi-agent system technology. The DIMS approach uses het-
erarchical architectures as the control paradigm. As shown in 
Fig.3 (which presents the heterarchy structure versus the fa-
miliar hierarchy structure), a heterarchical control system is a 
flat structure composed of independent entities (agents). 
These agents typically represent resources and/or tasks. Allo-
cation of tasks to resources is done using dynamic market 
mechanisms. An example application that adopts the DIMS 
approach is the PABADIS (Plant Automation Based on Dis-
tributed Systems) project [15]. The PABADIS deals with plant 
automation systems in a distributed way using generic mobile 
and stationary agents and plug-participate facilities within a 
flat structure as key points of the developed control architec-
ture. It addresses a distributed plant automation system 
where machines and products are represented by software 
agents that collaborate to schedule the production and re-
sources in the most optimized way. 
 
 
 
 
 
 
 
 
 
 
 
 
 
           The PABADIS model is based on the following compo-
nents: CMU (Co-operative Manufacturing Unit), Agents: 
Product Agent (PA), Residential Agent (RA) and Product 
Management Agent (PMA), Agency and Look-up service. The 
combination and collaboration of all of them constructs an 
architecture whose main objective is to distribute the manu-
facturing control (MES, Manufacturing Execution System) 
functions as much as possible within the plant automation 
system. Fig.4 shows a typical PABADIS model including the 
ERP System (Enterprise Resource Planning), and several CMU 
types, all are connected through an Ethernet [229]. A concrete 
multi-agent system based on the PABADIS model is shown in 
Fig.5. The figure shows the relationship between the different 
agents in PABADIS. It is important to note that all PAs work 
in concurrence to other agents (either other PAs or PMAs) and 
that their behavior is in strong accordance with common rules. 
       The PABADIS model, which adopts the DIMS approach, 
provides product-oriented MAS, which also achieves to de-
centralize the plant structure. This orientation leads to a more 
flexible model in both development of production systems 
and the actual manufacturing process with respect to the indi-
vidual products. 
 
 
 
 
 
 
 

 
Fig.3 Heterarchy vs. Hierarchy structures IJSER
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        The DIMS approach has some limitations related to the 
independence of agents which prohibits the use of global in-
formation. Therefore, global system performance is very sensi-
tive to the definition of the market rules (uncertainty); the con-
trol system can not guarantee a minimum performance level 
in the case of unforeseen circumstances; and the prediction of 
the behavior of individual orders is impossible [16]. The HMS 
was proposed to solve the DIMS approach problems and chal-
lenges. The HMS concept was proposed in 1994 by the HMS 
consortium as a test case under the international Intelligent 
Manufacturing Systems (IMS) Research Program [17]. The 
HMS systems are based on a philosophical concept called as 
holon. "Holon" is a word coined by combining ’holos’ (the 
whole) and ’on’ (a particle) [18]. A holon is defined by the 
HMS consortium as an autonomous and cooperative building 
block of a manufacturing system for transforming, transport-
ing, storing and/or validating information and physical ob-
jects [19]. Another important concept is the "holarchy" which 
is defined as "a system of holons which can cooperate to 
achieve a goal or objective". An HMS is a holarchy which inte-
grates the entire range of manufacturing activities from order 
booking through design, production and marketing to realize 

the agile manufacturing enterprise. In an HMS, the activities 
of a holon are determined through cooperation with other 
holons, as opposed to being determined by a centralized 
mechanism. In this type of systems, intelligent agents called 
’holons’ have a physical part as well as a software part and a 
holon can be part of another holon. Fig.6 demonstrates how 
holons form holarchies. The holonic paradigm has a recursive 
nature and therefore it is best adequate for modeling systems 
with recursive behaviors and structures, the HMS is one of 
this systems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         The HMS concept combines the best features of hierar-
chical and heterarchical organization [20]. It preserves the sta-
bility of hierarchy while providing the dynamic flexibility of 
heterarchy. An example application of the HMS is the 
ADACOR (ADAptive holonic COntrol aRchitecture) [21] and 
the PROSA (Product-Resource-Order-Staff Architecture) [22]. 
The HMS can be considered as a general paradigm for distrib-
uted intelligent manufacturing control, while multi-agent sys-
tems are regarded as a software engineering approach for im-
plementing HMS [23]. Although the HMS model achieves to 
decentralize the plant automation, it already presents a num-
ber of disadvantages, (1) Non product-oriented, but rather 
plant oriented, (2) Not enough flexibility regarding products, 
because control is done in a centralized or partly distributed 
way, where the set of agents are performing the control of the 
whole plant [24]. 
 

2.3 Power Systems 
 
         Different driving forces push the electricity production 
towards decentralization. As a result, the current electricity 
infrastructure is expected to evolve into a network of net-
works, in which all system parts communicate with each other 
and influence each other. Electricity transmission networks 
consist of a number of substations interconnected by trans-
mission lines. Each substation contains transformers, switch-
gear (disconnecters and circuit breakers) and other items of 
plant and protective equipment [25]. In the power transmis-
sion industry three types of automation system are used: 
SCADA systems, Energy Management Systems (EMS) and 
Substation Automation Systems (SAS) [26]. These systems 
form a hierarchical structure, with the EMS on the top level, 

 
Fig.4 PABADIS model 

 
Fig.5 MAS in PABADIS 

 
Fig.6 Holons and Holarchies 
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the SCADA system directly subordinate to the EMS, and, at 
the lowest level, the individual SASs.  
        There have been several applications of the agents and 
MAS to various areas of power systems. MAS are now being 
developed for a range of applications including diagnostics, 
condition monitoring, power system restoration, market simu-
lation, network control and automation [27]. MAS and elec-
tronic markets form an appropriate technology needed for 
control and coordination tasks in the future decentralized 
electricity networks. PowerMatcher [28] is a market-based 
control application for supply and demand matching (SDM) 
in electricity networks with a high share of distributed genera-
tion. SDM is concerned with optimally using the possibilities 
of electricity producing and consuming devices to alter their 
operation in order to increase the over-all match between elec-
tricity production and consumption. PowerMatcher is a mar-
ket-based control concept for supply and demand matching 
(SDM) in electricity networks with a high share of distributed 
generation. In the PowerMatcher method each device is repre-
sented by a control agent, which tries to operate the process 
associated with the device in an economical optimal way. The 
electricity consumed or produced by the device is bought, 
respectively sold, by the device agent on an electronic ex-
change market. The electronic market is implemented in a 
distributed manner via a tree-structure of so-called SD-
Matchers, as depicted in Fig.7.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        An SD-Matcher matches demand and supply of a cluster 
of devices directly below it. The SD-Matcher in the root of the 
tree performs the price-forming process; those at intermediate 
levels aggregate the demand functions of the devices below 
them. An SD-Matcher cannot tell whether the instances below 
it are device agents or intermediate SD-Matchers, since the 
communication interface of these are equal. The pros of the    
PowerMatcher application are providing distributed rational 
decision-making, utilizing flexibility in device operation via 
agent bids on an electronic power market, increased simulta-
neousness between production and consumption of electricity 
by devices in a sub-network, and the net import profile of the 
sub-network is smoothed and peak demand is reduced, which 
is desired from a distribution network operational viewpoint. 
From the other hand, it has a number of cons, for example it 
works as a closed system with static hierarchy and it is scala-
bility is low. 

           In [29][30] the authors used the multi-agent technology 
to automate the management and analysis of SCADA and 
digital fault recorder (DFR) data. The multi-agent system, en-
titled Protection Engineering Diagnostic Agents (PEDA), inte-
grates legacy intelligent systems that analyze SCADA and 
DFR data to provide data management and online diagnostic 
information to protection engineers. The authors claimed that 
PEDA supports protection engineers by providing access to 
interpreted power systems data via the corporate intranet 
within minutes of the data being received. The PEDA architec-
ture is provided in Fig.8 which demonstrates how the PEDA 
approach can be modeled and implemented using a FIPA 
compliant agent development platform such as JADE [31]. 
Similar to an earlier MAS-based application for power sys-
tems, called ARCHON [32][33], which concerned the integra-
tion of legacy systems found in power systems, PEDA exploits 
the properties of autonomous intelligent agents to integrate 
legacy systems in an extensible and flexible manner. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

 
 

 
 

2.4 SCADA 
 
       SCADA networks can be found in power systems, critical 
infrastructures, space navigation, process control, manufactur-
ing, etc. Thus, SCADA is a general term normally used to de-
scribe local or remote supervisory and control activities within 
a certain industrial domain. SCADA is not a standalone re-
search discipline, but it is the integration of variety of comput-
er science and engineering disciplines. If we explored the his-
tory of SCADA, we will find different types of technologies 
that SCADA adopted to realize local or remote supervisory 
systems, for example, custom SCADA, component-based 
SCADA [34], web-based SCADA [35][36], and currently agent-
based SCADA. The limitations of one technology impose the 
transfer to a new technology; therefore SCADA can be de-
scribed as a technology-dependent discipline. In this subsec-
tion we are concerned with the agent-based SCADA.  

 
Fig.7 Hierarchy of supply & demand matchers in the PowerMatcher 

concept, the SD-Matchers implement a distributed electronic market. 

  

 

 
Fig.8 FIPA agent management reference model, including the 
PEDA agents and the legacy systems the agents encapsulate. 
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          Many researchers developed and implemented many 
valuable and feasible agent-based industrial applications. For 
instance, Diaconescu et al. [37] proposed a concrete approach 
for linking agents with the industrial equipments (i.e., PLC, 
DCS, SCADA, and HMI) comprised into a distributed indus-
trial control system based on agents, using OPC servers [38]. 
Their research tackled the application of the agent technology 
for monitoring, collecting and archiving data of a manufactur-
ing process in the automotive industry. The contributions of 
the authors are mainly directed to achieve the connection be-
tween JADE agent development framework [31] and process 
OPC servers, see Fig.9, but they did not exploit the advanced 
features provided by an agent platform such as JADE, such as 
ontology support, agents’ cooperation, advanced interaction 
protocols. These features have been proven to be very im-
portant especially for open and large scale systems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
         
 
         Pereira et al. [6] discussed the current challenges of the 
deployment of MAS in the context of industrial applications, 
mainly focusing the integration of agents with physical 
equipment and the ability to run agents directly in industrial 
or low cost controllers. To support their claims the authors 
provided an experimental MAS solution for a smart grid case 
study. The main concern of the authors was how to integrate 
agents with physical equipment. The authors deployed and 
implemented their MAS application using the JADE frame-
work. Fig.10 presents the physical smart grid case study they 
modeled with MAS, and Fig.11 provides the deployment ar-
chitecture of the proposed application. The communication 
between system agents and the control systems (PLCs) is 
based on serial communication. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         Rupare et al. [39] proposed an automated grinding media 
charging system incorporating a multi-agent system devel-
oped in JADE too. A control logix program is designed to de-
termine the precise quantities of grinding media to be charged 
in an incremental manner such that shock loading is avoided. 
The proposed MAS monitors the power drawn and the mill 
load of the ball mill such that proper charging conditions are 
established. High quality of the regulation process is achieved 
through utilization of the control logix and the MAS. Fig.12 
presents a typical ball Mill system. Fig.13 and Fig.14 presents 
the system architecture the agents’ structure of Rupare et al. 
work respectively. According to Rupare, the grinding or mill-
ing in ball mills is an important technological process applied 
to reduce the size of particles which may have different nature 
and a wide diversity of physical, mechanical and chemical 
characteristics. As shown in Fig.13 above, the exchange of in-
formation and messages is facilitated by the use of an Object 
Linking and Embedding for Process Control (OPC), wherein 
the JADE program acts as the OPC server and the Siemens 
program as the OPC client. The proposed multi-agent system 
consists of two types of agents, the control agent and the 
charging agent, each of them has a pre-specified number of 
responsibilities. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.9 JADE-OPC application structure 

 
Fig.10 Experimental case study scenario 

 
Fig.11 Deployment of agents in a system network 

 

 
Fig.12 Typical Ball Mill 
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         ProVis.Agent [40] is the first agent-based production 
monitoring & control system for distributed real-time produc-
tion monitoring. According to the authors of the Pro-
Vis.Agent, Production Monitoring and Control (PMC) systems 
(it is the same as SCADA) play a central role to the classical 
automation field. The main function of those systems is to 
gather signals produced by plants and PLCs, combine them to 
control relevant contexts, visualize them and provide facilities 
to operate them. The problem with PMC units is the integra-
tion between systems coming from different vendors. The au-
thors see that the agent technology presents a more promising 
technology for integrating existing software systems and their 
functionalities and to add assistant systems for the shop floor 
staff. Their viewpoint is demonstrated in Fig.15. Fig.16 shows 
the use of software agents within the actual system architec-
ture of ProVis.Agent. The central Monitoring & Control Server 
consists of a collection of cooperating software agents. Each of 
these agents covers one piece of functionality. It contains the 
functional treatment of different types of signals (e.g. switch-
es, analog values, distances, etc.) as well as working time 
models, alarming and statistical data. For example, the visual-
ization agent is used for interfacing with a variety of common-
ly used SCADA systems (WinCC, FactoryLink, etc.). 
 
 
 
 
 
 
 

          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           
       Eleni [41] proposed an intelligent agent-based monitoring 
system to achieve and advanced condition monitoring for da-
ta interpretation of a large volume of data from a Gas Insulat-
ed Substation (GIS), which (according to Eleni) has been a 
successful case study for agent-based data interpretation and 
monitoring. Fig.17 presents the architecture of the GIS agent-
based monitoring systems. The proposed agent-base system 
consists of a number of agent types, and each agent has prede-
fined responsibilities as shown in the figure. 
 
 
 
 
 
 
 
 

 
Fig.13 Block Diagram of the Software and Hardware (Ru-
pare et al. [156]) 

 

 
Fig.15 Integration on an agent platform 

 

 
Fig.16 Agent structure of ProVis.Agent 

 

 

 
Fig.14 Collaborative Diagram: agents’ structure (Rupare et 
al. [156]) 

 IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 7, Issue 2, February-2016                                                                                                     25 
ISSN 2229-5518  

IJSER © 2016 
http://www.ijser.org 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           Prayurachatuporn et al. [42] concerned the application 
of software agents to increase the reliability of control sys-
tems. They claimed that the software agent technology can 
improve SCADA systems as it allows distribution, which in-
herently promotes redundancy, and modularity, which pro-
motes versatility. The authors presented how the develop-
ment of a directory service protocol using software agent 
technology increased the theoretical reliability of SCADA. 
Applying an agent execution environment to real-time dis-
tributed control systems means to develop a new protocol for 
a distributed control system that utilizes mobile agents. An 
agent execution environment is a software system that pro-
vides a runtime environment for agents to execute, a standard 
interface for interactions, services for creation, migration and 
termination of mobile agents, supports agent mobility and 
communication while providing security for both hosts and 
agents. Fig.18 illustrates how and agent-based SCADA archi-
tecture can be according to the authors’ viewpoint. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         The authors enabled software agents with a directory 
service to be applied to SCADA system architecture. The di-
rectory service is used mainly to provide the subsystem with 
the capability to locate where other subsystem services are 
located as shown in Fig.19.  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         A directory service is a shared information infrastructure 
for locating, managing, administering, and organizing com-
mon items and network resources. The used directory service 
is already provided by the used agent execution environment, 
which is called TEEMA (TRLabs Execution Environment for 
Software Agents) [43]. The usage of mobile agents over the 
Internet improves the versatility of the SCADA system. Not 
only each system is reliable and fault-tolerant in their site, but 
they are also able to access other remote systems if the need 
arises (local system partial failure). One important disad-
vantage of this system is its dependency on the availability of 
the Internet or other network connection. 

4 DISCUSSION 
 
           Many other applications of the agent-based approach 
can be easily found in the industrial and MAS literatures. In 
this paper, we discussed a variety of the industrial applica-
tions of the agents and MAS paradigms to find the key con-
clusion, which we will use as a motivation to our future work 
for modeling and engineering of complex large-scale industri-
al environments. Industrial environments can be divided into 
two categories, continuous process industries, which include 
critical infrastructure utilities (i.e., electric power systems, wa-
ter transportation, process control, etc), and discrete manufac-
turing industries, which include the common types of manu-
facturing systems [44]. Each of these two industrial environ-
ments has its own characteristics and requirements and the 
agent-based approach has been widely adopted to engineer 
both of them. This paper is concerned with the first category 
or the continuous process industries and specifically SCADA 
networks. The application of an agent-based infrastructure 
and architecture to a SCADA system is relatively straightfor-

 
Fig.17 General System architecture for GIS monitoring 

 
Fig.18 Agent-based SCADA architecture 

 

 
Fig.19 Prototype of the Directory Service System 

 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 7, Issue 2, February-2016                                                                                                     26 
ISSN 2229-5518  

IJSER © 2016 
http://www.ijser.org 

ward in principle. However, some design issues need to be 
addressed at the very beginning of the characterization. First 
of all, it is necessary to identify the variation points of the 
SCADA system architecture, given an agent-based environ-
ment. There are three main features of an agent-based system 
that are advantageous for a large-scale SCADA system: modu-
larity, communications, and mobility [42].  
        Now it is the time to ask “what is the common limitation 
in the provided agent-based solutions?” the answer of this 
question is that most of them adopt the agents and multi-
agent paradigms with their traditional basic forms. In other 
words, the current practice of MAS in industrial environments 
tends to be limited to individual agents and static small face-
to-face groups of agents that operate as closed systems, which 
comprise a small number of agents’ types and a small number 
of agents in general [50]. This approach is not adequate to 
model and design complex, open, heterogeneous, and highly 
distributed industrial systems such as present and future 
complex large-scale SCADA networks, which are used to 
manage, supervise, and control the nations’ critical infrastruc-
tures such as power grids (especially smart grids), water 
transportation, etc. Modern and future complex SCADA net-
works need to be flexible (i.e. able to adapt to the dynamic 
environments changes), robust (i.e. able to recover compo-
nents failures), and adaptive (i.e. able to autonomously change 
their structures and organizations according to the context). 
For instance, consider the industrial environment shown in 
Fig.20. The figure presents a part of a complex smart grid. This 
type of systems is characterized by the following: 
• Highly distribution 
• Openness 
• Heterogeneity 
• Complexity 
• Unpredictable and uncertain environment 
• Large-scale nature 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         
        When modeling this type of systems with the agent and 
MAS paradigms, the result will be a large number of agents 
interact with their environments and with each other as 
shown in Fig.21. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        The problems that can appear are: 
 
• Complexity: complex interactions and emergent behav-

iors. 
• Coordination: How to align the behavior of different 

agents. 
• Agent location: how can agents find each other to inter-

act? 
• Uncertainty: imperfect and unknown information can 

found within these systems. 
• Big Data: These systems may include data sets with sizes 

beyond the ability of commonly used software tools to 
capture. 

 
           Although MAS are intrinsically autonomous, self-
organized, and adaptive, but using them to develop complex, 
open, heterogeneous, and highly distributed systems such as 
modern and future SCADA networks will not be a trivial task. 
The reason of this is that MAS themselves need new software 
engineering methods, models, and techniques to get their full 
power. What complex MAS need are adaptive and dynamic 
organizational models that consider both of their aspects: their 
static/dynamic nature and their micro/macro levels. The 
MAS organizational models aim to enable the agents to dy-
namically reorganize to adapt environment dynamic and un-
predictable changes. They give attention not only to the sys-
tem micro level (individual agents) but also to the system 
macro level (the global system structure and behavior).  
        Although the HMS approach concerns the global system 
structure and behavior by adopting the concept of holons and 
hierarchies of holons (holarchies), but still it belongs to the 
hierarchical approaches. The HMS approach depends on the 
aggregation of holons, which means that one holon can be a 
part of another holon, thus the autonomy of a single holon is 
lower due to the fact that a holon is controlled and supervised 
by another higher level holon in system hierarchy. Further, 
the cooperation in HMS is always vertical and not horizontal. 
Luder et al. [45] stated that the aggregation is a key point in 

 
Fig.20 Part of a complex smart grid 

 

 
Fig.21 Agent-based modeling of smart grids 
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HMS, where holons (agents) are structured in hierarchies; this 
is the appropriate solution to tackle the complexity of inde-
pendent holons. This solution avoids complex communication 
and heavy network load in the systems, but takes a step back 
to centralized systems, causing a loss of flexibility and scala-
bility of the system. Aggregation introduces new layers in the 
control pyramid and makes the logic of holons more complex. 
Even the communication is not getting simpler, because the 
holons have to communicate on different layers which results 
in process complexity.  
       Modern SCADA networks specially those which used to 
supervise and control critical infrastructures are highly dis-
tributed, complex, and large-scale [46]. They are not recursive 
in nature to be engineered by the holonic approach. To engi-
neer this type of systems using the multi-agent paradigm, 
both of the global system structure and the local individuals 
should be concerned. Further, the predefined static organiza-
tion used in the above explored systems is not flexible enough 
to allow them to adapt environment changes, and not robust 
enough to allow them to recover from failures. The research 
area which is concerned with this issue within MAS research 
is called MAS organization [47][48][49]. Therefore in the near 
future, a great attention should be given to proposing novel 
MAS organizational models similar to the holonic approach 
but carefully prepared to handle its limitations, for the design 
and development of large-scale real-life applications in gen-
eral and complex industrial applications in specific. 

5 CONCLUSIONS 
 
        The key conclusion of this paper is that using the agents 
and multi-agent software engineering paradigms with their 
traditional basic forms and concerning only the individual 
agents’ behaviors without giving attention to the whole sys-
tem structure and behavior is not adequate for modeling and 
developing complex large-scale industrial networks such as 
present and future SCADA systems. Also, the static and dy-
namic aspects of these systems must be simultaneously tack-
led through their whole development life-cycle for the sake of 
run-time stability and robustness. Our future research efforts 
aim to propose a matured dynamic MAS organizational mod-
el that tries to exploit the full power of MAS by giving the 
attention to the micro-macro and static-dynamic dimensions 
of MAS. 
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